
Curve fitting  
2-dimensional function 

fitting



Approximate  using neural functionsexp(cos(x))



x ∈ Rd h = Wx + b, W : m × d,
b : m × 1,h : m × 1

tanh(x) =
ex − e−x

ex + e−x





Problem A. Draw the following 
function in a figure





where each point 
 

f(x1, x2) = tanh(x1 + 0.5 * x2 − 1) + tanh(0.5x1 − 0.8x2 + 0.5)

(x1, x2) ∈ [−π, π] × [−π, π]



Exercise 1: Write a script for 
tasks in problems A, B and C 

Problem A. Draw the following function in a figure





where each point  

f(x1, x2) = tanh(x1 + 0.5 * x2 − 1) + tanh(0.5x1 − 0.8x2 + 0.5)

(x1, x2) ∈ [−π, π] × [−π, π]

Problem B. Data Sampling: Let n = 300. Generate an  
matrix x, where each row denotes the coordinate of a random 
point in , and an  vector y such that 




n × 2

[−π, π]2 n × 1
y[i] = f(x[i,1], x[i,2]), i = 1...n

Problem C. Draw n points, represented by x and y, in a figure




How to use neural fitting

https://youtu.be/g4EQdzy9JE8


Exercise 2: Use the toolbox of 
neural fitting for mapping x to y

Problem A. Import x and y for neural fitting


Problem B. Train a neural network for function approximation subject 
to x and y


Problem C. Try to print the final screen of neural fitting




Exercise 3: 
Problem A. Use the following code to train a neural network 
for mapping x to y, and calculate mean((y_hat-y').^2)

net = feedforwardnet(20, 'trainlm'); 
net = train(net, x', y'); 
y_hat = net(x');

Problem B. Write a script to draw the neural mapping, which 
is represented by net, in a figure



How to edit an mlx file

https://youtu.be/sWdnJkZiz0M


Exercise 4: Write a script for 
tasks in problems A, B and C 

Problem A. Draw the following function in a figure





where each point  

f(x) = exp(cos(x))

(x) ∈ [−5,5]

Problem B. Data Sampling: Let n = 300. Generate a  
matrix x, where each row denotes a point in the square , 
and a  vector y such that 


n × 1
[−5,5]

n × 1 y[i] = f(x[i]), i = 1...n

Problem C. Draw sampled points, represented by x and y, in a figure




Exercise 5: Neural fitting for  
approximating exp(cos(x))

Problem A. Import x and y for neural fitting


Problem B. Train a neural network for function approximation subject 
to x and y


Problem C. Try to print the final screen of neural fitting


Problem D. Try to draw the neural function


