: : d d'
 Linear transformation: translate data from R to R
« d == d': linear transformation for data rotation

* Let B a matrix for linear transformation and bT denote the ith row of B
« Z = BX Matrix
* Z|= bTX

* Z; is a projected component
- Orthogonal relation versus independent relation among projected components

- ICA insists on extracting projected components that are statistically independent.

- If B is invertible, the criteria of ICA are respectively minimal volume of a rotated
cube spanned by rows of matrix B and maximal individual entropies of extracted
components.
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Joint entropy

Sincey = Wx,

H(y) = H(x) + log | det (W)|
Then

D(y) = —H(x) — log |det (W) + Y H;(u:).

1=1
\ / \V/
Maximal ma/rQiXa
Maximal Volume of a entropies

rotated cube
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- Rows of matrix B are not necessary orthogonal to one
another

* Principle component analysis
» band b; are orthogonal

» Their inner product is zero

* maximal variance of z

- algorithm

* Let {x. } have zero mean

- maximal norm of b'x provides the criterion of
determining the 1st pc

lIbll =1
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Principal component analysis - Wikipedia, the free encyclopedia

‘ rﬁ m L‘» on.wikipedia org/wikvPrincipal_componen_ana |

w,; = arg max Var{w X} = arg max F { (WTX)Q}

Iwl=1 Iwl=1

(See arg max for the notation.) With the first k = 1 components, the kth compo
principal components from X:
k—1

Xpo1 =X -) ww!X
1=1

and by substituting this as the new data set to find a principal component in

. 2
W, = argmax F (WTXA._I)

lwl[=1
PCA is equivalent to empirical orthogonal functions (EOF), a name which is us

An autoencoder neural network with a linear hidden layer is similar to PCA. Up
neurons in the hidden layer will form a basis for the space spanned by the firsi

‘Aﬁk“:“l 1~ Ill:" nA‘ nnn:\nnn-:l\' n-AAl [ F T ﬂ"kﬁﬂhnﬂl llAA‘A.A
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* b is an Eigen vector of X
» X sums up x,x; over t

E=L b= Sin
== [ ‘_ATEZ

* maximal projection norm
» minimal length of b
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- RBF
« SOM:

Simplified perceptron
Rosenblatt's general perceptron:
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