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This course introduces intelligent numerical computations. The
topics mainly include supervised learning of advanced
multilayer neural networks, unsupervised learning for
independent component analysis, blind signal and image
de-convolution, blind source separation, and hybrid learning for
density approximation, density support approximation, chaotic
time series approximation and chaotic time series clustering.
Advanced research topics, including set-value mapping
approximation, dimensionality reduction, associative memory
and Markov-chain embedded recurrence relation approximation,
will be also introduced.

Lectures and matlab programming exercises

Midterm 30%+Final 40%+ Exercise 30%

Textbook and lecture slides

Jade ICA, Kohonen self-organizing algorithm, K-means, NNSID
and radial basis function MATLAB Package
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1 |Advanced multilayer neural networks (1)
- Multilayer Potts Perceptrons versus multilayer
perceptrons
2 |Advanced multilayer neural networks (1)
- Mahalanobis-NRBF Modules versus RBF
modules
3 |Supervised learning, unsupervised learning, and
hybrid learning
4 |PCA, clustering, SOM and JadelCA
5 |Independent component analysis: PottsICA Exercise 1
6 |Fetal ECG analysis, ERP and EEG analysis
7 |Independent component analysis based on
weighted Parzen windows
8 |Covariance matrix analysis and covariance matrix
decomposition
9 |Convolutive ICA and blind source separation
10 |(Blind signal deconvolution and blind image
deconvolution
11 |Time series clustering, chaotic time series
clustering
12 |Chaotic time series analysis Exercise 2
13 |Classification
14 |Set-valued mappings, system inverting Exercise 3
15 |Density approximation and density support
approximation
16 |Dimensionality reduction Exercise 4
17 |Sudoku, TSP, and Associative memory
18 |Markov-chain embedded recurrence relation

approximation




