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A "discrete-time" random process means a system which is in a certain state at
each "step”, with the state changing randomly between steps. The steps are
often thought of as time, but they can equally well refer to physical distance or
any other discrete measurement; formally, the steps are just the integers or
natural numbers, and the random process is a mapping of these to states. The
Markov property states that the conditional probability distribution for the system
at the next step (and in fact at all future steps) given its current state depends
only on the current state of the system, and not additionally on the state of the

system at previous steps.




Since the system changes randomly, it is generally impossible to predict the

exact state of the system in the future. However, the statistical properties of the
system's future can be predicted. In many applications it is these statistical
properties that are important.




A famous Markov chain is the so-called "drunkard's walk”, a random walk on the number

line where, at each step, the position may change by +1 or —1 with equal probability. From
any position there are two possible transitions, to the next or previous integer. The transition

probabilities depend only on the current position, not on the way the position was reached.
For example, the transition probabilities from 5 to 4 and 5 to 6 are both 0.5, and all other
transition probabilities from 5 are 0. These probabilities are independent of whether the
system was previously in 4 or 6.




Pr(x

Pr(x

n+1

n+1




Another example is the dietary habits of a creature who eats only grapes, cheese or lettuce,

and whose dietary habits conform to the following rules:

« It eats exactly once a day.

« If it ate cheese yesterday, it will not today.
It will eat lettuce or grapes with equal probability.
If it ate grapes yesterday, it will eat grapes today with probability 1/10, cheese with
probability 4/10 and lettuce with probability 5/10.
If it ate lettuce yesterday, it will not eat lettuce again today but will eat grapes with
probability 4/10 or cheese with probability 6/10.

This creature's eating habits can be modeled with a Markov chain since its choice depends

solely on what it ate yesterday, not what it ate two days ago or even farther in the past. One
statistical property that could be calculated is the expected percentage, over a long period,

of the days on which the creature will eat grapes.
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Variations

« Continuous-time Markov processes have a continuous index.

« Time-homogeneous Markov chains (or stationary Markov chains) are processes where

Pr(X,1 =z| X, =y) =Pr(X, =2(X,,.1 =y)

for all n. The probability of the transition is independent of n.

« A Markov chain of order m (or a Markov chain with memory m) where m is finite, is a process satisfying

Pr [ *Kﬂ. - :E'I'!.|*Eﬂ.—1 = Tp—1, Ap—2 = Tp—2,.. ., 3—1 - Il_.}

=Pr [ *E--n. - I-n.| ‘E'ﬂ-—l = Tp-1,An—2 = Tp_2,..., *E--n.—-m. = 1:'1'!-—'1?'!-._} forn >m
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Markov chain
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Exercise |

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=2*tanh(x-1)
y=?




Exercise Il: Line fitting

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=2*tanh(x-1)

Use model 1 to fit a line

y=ax+b, a=?, b=?

What is the fitting error ?




Exercise Il Quadratic curve fitting

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=2*tanh(x-1)

Use model 1 to fit a quadratic polynomial
y=ax?+bx+c, a=?, b=?, c="?

What is the fitting error ?




Exercise I11: One tanh

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=2*tanh(x-1)

Use model 2 to fit a hyper-tangent function
y=a*tanh(bx+c), a=?, b=?, c=?

What is the fitting error?

Draw three fitting functions and points in a
figure




Exercise 1V data

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=tanh(2*x-1)+tanh(-3*x+1)
y=?




Exercise V: One tanh function

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=tanh(2*x-1)+tanh(-3*x+1)
y=a,*tanh(b,*x+c,)

a,=?, b,=?, ¢c,=?

What is the fitting error?




Exercise VI: Two tanh functions

x=(-1.8,-1.4,-0.8,-0.4,0.1,0.4,0.8,1.2,1.6,2.0)
y=tanh(2*x-1)+tanh(-3*x+1)
y=a,*tanh(b,*x+c,)+a,*tanh(b,*x+c,)

a,=?, b,=?, ¢c,=?, a,=?, b,=?, c,=?

What is the fitting error?

Draw the fitting function and points




